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There exist two methods to achieve 
invariance: 

1) Invariant weight-tying 
(equivariant networks)

2) Train invariance from data     
(data augmentation)

What are the properties and
limitations on data-driven 

invariance learning?

[DA] decision-making process 
does not attain invariance

[WT] decision-making process 
is genuinely invariant

Weight-Tying [WT] Data Aug. [DA]

Both networks learn to 
correctly classify rotated digits

Normalized saliency maps:

3 metrics to measure invariance error

[IR] Invariance Regularization:

Significantly improves invariance 
but decreases accuracy

invariance error

task loss

Reliability of learned invariance:

(1- β)·MNIST + β·FMNIST

Learned invariance is strongly 
conditioned on the input data

Training MNIST: FMNIST:

data drift

Invariance-induced spectral decay:

Network routes for group invariance by 
reducing the sensitivity to any input 

perturbation
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